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UNIT-I
SOLUTION OF EQUATIONS AND EIGENVALUE PROBLEMS
PART - A
FIXED POINT ITERATION METHOD

1. What is the order of convergence and the condition for convergence of fixed point
iteration method?

Sol:

Order of convergence: 1

Condition for convergence: ‘qﬁ' (x)‘ <1

NEWTON’S METHOD (OR) NEWTON RAPHSON METHOD

2. State the order of convergence and condition for convergence of Newton-Raphson
method. (OR)

Write the convergence condition and order of convergence for Newton-Raphson method.

Solution: Order of convergence is two.
Condition for convergence is |f(x).f ”(x)| < |f '(x)|2
3. Find the smallest positive roots of the equation x> —2x + 0.5 =0
Solution:

f(x) =x3-2x+0.5

f(x)=3x2-2

f(0) = 0.5(+ve)

f(x) = —0.5 (—ve)

Hence the roots lies between 0 and 1. Since the value of f(x) at x=0 is very close to zero than the
value of f(x) at x=1, we can say that the root is very close to 0. There fore we can assume that x, =

0. is the initial approximation to the root.

Newton’s formula is




f(xn)

X =X
n+1 n f'(xn)

Putting n=0 in (1), we get the first approximation x; to the root, given by

_ _f&xo) _ 4 05
1= %o f'(xo) =0 -2

xl = 025

Putting n=1 in (1), we get the second approximation x, to the root, given by

— . SO _ _ (0.25)3-2(0.25)+ 05
2 TN T ey T 0.25 3(0.25)2-2

0.0156

=0.25— = 0.2586
-1.8125

x, = 0.2586

Putting n=2 in (1), we get the third approximation x; to the root, given by

_ _ fx) _ _ (0.2586)3-2(0.2586)+ 0.5
3= 2T e, T 0.2586 3(0.2586)2—2

x3 = 0.2586
Hence the smallest positive root is 0.2586.

4. Derive the formula to find the value of 1/N where N # 0, using Newton Raphson method.

Solution:
Let x = L
N

fO=1-N;fG)=-5

The Newton’s formula is  x,,41

= X, + Xp — Xz 2N

= x,(2 — Nxy)




5. Arrive a formula to find the value of 3N where N # 0, using Newton-Raphson method.

Solution:

x3 —
fx)=x3—-N

By Newton-Raphson method

f(xn)

X =Xn — 7
n+1 n f (xn)

GAUSSIAN ELIMINATION AND GAUSS - JORDON METHODS
6. Give two direct methods to solve a system of linear equation.

Solution:

* Gauss Elimination Method

* Gauss Jordon Method.

(AU M/J 2009)

7. Compare Gauss — Jacobi and Gauss — Sedial method.

Solution:

S.No

Gauss — Jacobi method

Gauss — Sedial method

Convergence rate is slow

The rate of convergence of Gauss — Sedial method is

roughly twice that of Gauss — Jacobi

Indirect method

Indirect method

condition for convergence is the
coefficient matrix is diagonally

dominant

Condition for convergence is the co-efficient matrix is

diagonally dominant.

8. Solve 3x + 2y =4, 2x — 3y = 7 by Gauss elimination method.

6




Solution:
Given 3x + 2y = 4
2x -3y =17

The given system is equivalent to
AR

Here [4,B] = (3 _23|‘7L)

_ (3 _213|143) R, © 3R, — 2R,

This is an upper triangular matrix
Using backward substitution method
—13y =13
y=-1
3x+2y=4
3x—2=4
3x=6
x=2
Hence the solutionis x =2 and y =-1

9. Which iterative method converges faster for solving linear system of equations? Why?
Sol:
Gauss Seidal method is solving for linear system of equations converge faster. In this method the
rate of convergence is roughly twice as fast as that of Gauss- Jacobi’s method.

10.Write the uses of power method?
Sol:
To find the numerically largest eigen value of the given matrix.

11.

EIGEN VALUE OF A MATRIX BY POWER METHOD

12. Find the dominant eigen value and eigenvector of the matrix (1 2

3 4) by power method.

Solution:




Let X, = (i)

= D0)=0)=7(F)=m

ax, = (1 () =(¢53) =529(°1%) = 5.20x,

axs = (1 2 (°10) = (352) = 538(°{°) = 5.38x,

Hence the dominant eigen value=5.38

0.;1-6).

The corresponding eigen vector= (




PART - B

FIXED POINT ITERATION METHOD

1. Using fixed point iteration method to find the positive root of the equation
cosx—3x+1=0.

Sol:




2. Solve ¢' —3x =0 by method of fixed point iteration.

Sol:




NEWTON’S METHOD (OR) NEWTON RAPHSON METHOD
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3. Solve the equation xlogy, x = 1.2 using Newton-Raphson method.

Solution:

Let f(x) = xlogiox — 1.2 = f'(x) = x X %logloe + logi9x

f'(x) = logyee + logyox
f(0) =01log1p(0) —1.2=-1.2=—ve
f(1) =1log,p(1) —1.2=-1.2=—ve
f(2) =21log,p(2) — 1.2 = —0.598 = —ve
f(3) =31log1p(3) —1.2=0.231 = +ve
Therefore the root lies between 2 & 3
lF @)1 > 173l

Hence the root is nearer to 3choose x, = 2.7

f(xn)

xn+1 = xn _fy(x )
n

ST ey TR T

0.867

S L, f@D [2.7 logy0(2.7) — 1.2] o [—0.035]

log,pe + logq02.7

£(2.740)

e |

_ —0.006
'(2.740) ]

0.872

f(2.741)
T fl(2.74D)

We observe that the root x, = x3 = 2.741Correct to 3 decimal places. Hence the required

root correct to three decimal places is 2.741

4. Find the real positive root of 3x — cos x — 1 = 0 by Newton’s method correct to 5

decimal places.




Solution :
Let f(x) =3x—cosx—1
f'(x) =3 +sinx
f0O)=0-1-1=-2=—-ve
f(1)=3—-cos1—1=2—-cos1=1459698 = +ve

Therefore a root lies between 0 and 1.

£ (O > I (DI
Hence the root lies between 0 and 1.
Let xo =1
pies)

Let n=0 in equation (1)

3(1) —cos(1) — 1
3 +sin(1) ]

1.45970
3.84147

=1-0.37998
x; = 0.62002
Let n=1 in equation (1)

o = x _f(x1)
27 fx)
£(0.62002)
£'(0.62002)

3(0.62002) — cos(0.62002) — 1
3 + 5in(0.62002)

=0.62002 —

=0.62002 —

x, = 0.60712
Let n=2 in equation (1)

e f(xz2)
37— 42 f'(xz)
) £(0.60712)
= 060712 ~ e T108
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3(0.60712) — c0s(0.60712) — 1
3 + sin(0.60712)

= 0.60712 —

x5 = 0.60710
Let n=3 in equation (1)

I ACD)
T ()
— 0.60710 — £(0.60710)

£'(0.60710)

3(0.60710) — cos(0.60710) — 1

=0.60710 —
3 + sin(0.60710)

x3 = 0.60710

From x, and x3; we findout the root is 0.60710 correct to five decimal places.
5. Interpret the Newton’s iterative formula to calculate the reciprocal of N and hence find
the value of 1/26.
Sol:

Letx=l
N

1
x2

f)===N;f@x)=-

The Newton’s formula is  x,,41

— i_N X 2
_x"+x Xn
n

= X, + Xp — X, 2N

=x,(2 — Nx,)




SOLUTION OF LINEAR SYSTEM BY GAUSSIAN ELIMINATION METHOD

6. Solve the system of equations using Gauss elimination method

x+2y-5z=-93x—-y+2z=52x+3y—z=3.

Solution:

The given system is equivalent to




7. Solve the following equations by Gauss elimination method:

3x—y+2z=12; x+2y+3z=11;2x-2y—z=2.

Solution:

The given system is equivalent to




SOLUTION OF LINEAR SYSTEM BY GAUSS - JORDAN METHODS
8. Using the Gauss — Jordan method solve the following equations 10x+y+z=12,
2x+ 10y +z=13,x +y +5z =7
Solution: (AU N/D 2010)
Given 10x +y + z =
2x + 10y + z = 13
x+y+5z =7
Interchanging the first and the last equation then
x+y+5z=7
2x + 10y + z = 13
10x +y +z = 12
The given system is equivalent to
1 1 5] 7
[2 10 1 [y]= 13]
10 1 11tz 12
AX=B

1 1 5|7
Here [4, B]=| 2 10 1(13
10 1 1112

Fix the pivot element row and make the other elements zero in the pivot element column.

1 1 517
~{0 8 -9|-1|R,oR,—2R, &R; & Ry — 10R,
0 —9 —49|-58

8 0 49]57
~10 8 _9 -1 R1 g 8R1 - Rz &R3 « 8R3 + 9R2
0 0 4731473




0|8
08) R, © R, —49R; & R, © R, + 9R;
111

01 . .
O[1) Ry &2 &Ry 02
111

Therefore the solutionisx = 1,y = 1,z = 1
Using the Gauss — Jordan method solve the following equations 2x — y + 3z

—-x+2y+z=43x+y -4z =0 (AU M/J 2009)
Solution:

Given 2x —y +3z =38
-x +2y+z=4%

3x +y —4z =0

The given system is equivalent to

2 -1 37x 8
-1 2 1 M = |4
3 1 —41tz 0

AX =B
2 -1 318
Here [A, B]=| -1 2 114
3 1 -410
Fix the pivot element row and make the other elements zero in the pivot element column.
2 -1 3| 8

0 3 5 16>R2<—>2R2+R1&R3<—>2R3—3R1
0 5 -171-24

141 40 ) R, © 3R, +R,

5 | 16
_76l-152/ s < 3Rs =5k

14140 R
3

112

012

0 6>R1<—>R1—14R3 &R, & R, — 5R;
1l 2

o W o S W o S W o




1 0 02
~{0 1 0]2
0 0 12

Therefore the solution is x

GAUSS - JACOBI METHOD AND GAUSS - SEDIAL METHOD

10. Solve the system of equation by Gauss — Sedial method correct to 4 decimal places
20x+y-2z=17, 3x + 20y -z = -18, 2x -3y +20z = 25
Solution: .

Given 20x +y -2z =17
3x + 20y -z =-18
2x -3y +20z = 25

As the coefficient matrix is diagonally dominant solving for x, y, z we get

—1tn7_ —1lr_18— —Loc_
x—20[17 y+22],y—20[ 18 3x+z],z—20[25 2x + 3y]

Let the initial value be y=0, z=0
Iteration _ [17—y+22] _ [—18— 3x+z] _[25—2x+3y
x= 20 Y= 20 Z= [ 20 ]

0.85 -1.0275 1.0109
1.0025 -0.9998 0.9998
1.0000 -1.0000 1.0000
1 -1 1

Hencex=1, y=-1, z=1.

11. Solve the system of equation by Gauss — Seidel method 28x +4 y -z =32, x + 3y +10z =
24, 2x +17y +4z = 35.
Solution: .

Given 28x +4y-z = 32
x + 3y +10z = 24
2x +17y +4z = 35

As the coefficient matrix is diagonally dominant solving for x, y, z we get

1
x—5[32—4y+2]




1
y—5[35—2x—42]

Let the initial value be y=0, z=0

Itéeatiominitial valRid bédy=023=0 35 —-2x — 4z
S Y T yz[ 17 ]

1.1429 1.9244

0.9325 1.5236

0.9913 1.5070

0.9936 1.5069

0.9936 1.5069

Hence x =0.9936 , y = 1.5069, z = 1.8486

EIGEN VALUE OF A MATRIX BY POWER METHOD

1
12. Find the largest Eigen value and the corresponding Eigen vector of 4 = |1

0
power method. Using x; = (1 0 0)7 as initial vector.

Solution:

1

Let X; = 0] be an approximate eigen value.
0

6 11711 [1 1
ax, = |1 ollo[=|1|=1|1]=1x,
0 3llol Lo 0

AXZ =

1111 7 1
1[=(3[=7]0.4286|=7 X3
110 0 0

oNnvog ©ONO ©ON

1
1
10
[1
1
0

1 3.5714 1
0.4286( = (1.8572| = 3.5714(0.52| = 3.5714 X,
0 0 0




RN

-

0.4951

o

b

>

~

|
OR R ORR OR R

o
<
[ee]
|

0.5

-
4

6

2

0
6
2
0
6
2
0
6
2
0

6
2

0

1
0
3
1]
0
3

1
0
3
1
0
3

1
0
3

1 6 1

1 2 0
0 0 3

O R R

AXg =

4

4.12
2.04

1
0.4951
0

g

=412 [ ] =412 X5

[3.9706]
1.9902
0

[4.0072]
2.0024| =
0

[3.9982]

1.9994| =

L 0

2] =4 [
10
4
0

1
=3.9706(0.5012| = 3.9706 X,
= 4.0072 X,

= 3.9982 X,

1
0.5
0

1
0.5
0

=4X9

|

Therefore Dominant eigen value =4; corresponding eigen vector is (1, 0.5, 0)

13. Find , by power method, the large

1 3 -1
3 2 4
-1 4 10

a matrix A =
Solution:

Let Xl =

AX1 =

31l

AX2—3 2 4

-1 4 10

I

1 3 -1
3 2 4
-1 4 10

2
B

AX3 =

3
AX, = 2
4 10

il

3
2
4

AXS =

1
3
-1

4

-1
1
3
-1
3
2
4 10

0.027
0.424

st Eigen value and the corresponding Eigen vector of

] with initial vector (1 1 1)7.

1
] be an arbitrary initial eigen vector.

[ 3
9

0.231
0.692
1

-l

113
1.307
6.077

0.231
[0.692] = [
1 12.537
0.104 0.559
0.4-85] = [ 5.282 ] =11.836 [0.485
1 11.836 1
0.047 0.385 0.033
=15.033 | =11.737]0.429
11.737 1
0.033]
0.429

0.485
0.32 0.027
= 11.683
1

4,957 0.424
[ 0.299 0.026
= 11.669

] = 13X2
0.104
0.485

] _ 12.537[
1

0.047

] = 12.537X;

] = 11.836X,

[
[

] = 11.737X;
] = 11.683X,

1
4929 0.422
111.669 1

] = 11.669X,
1

21




[ 0.299 ]
4,922 = 11.662Xg
[11.6621

10.291 ]
AXg = 4919
1 1 l11.663] [ 1

0.025
Therefore, the dominant eigenvector is [0.422] , eigenvalue is 11.663.
1

14. Find the dominant eigen value and its eigenvector of the matrix by power method

5 0 1
A= (0 -2 0). (OR)
1 0 5

5 0 1
Using power method, find all the eigen values of A = (0 -2 0).
1 0 5

Solution:

1
Let X; = 0] be an initial eigen vector.
0

1 0 5 10.02

25 1 271[ 1 5.2] 1
A, =1 3 o0 [0]=[0 =5.2[ 0 ]=5.2X3

2 0 -—4110.02 2 | 0.3846

25 1 2 1 5.3846 1
AX;=[1 3 0 o |=| o [=53846] 0 |=5.3846x,

2 0 -—4110.3846 29231 0.5429

5 0 111 5 [ 1
L0 1
2

25 2 1 5.5429 1
AX, =1 0 o |=[ o [=55429] 0 |=55429%;
2 —4llo.5429] 137143 0.6701

1
3
0
25 1 2 1 5.6701 1
AXs=[1 3 0” 0 ]=[ 0 ]=5.6701[ 0 ]=5.6701X6
0 0.6

2 -4 701 0.4305 0.7672
Continuing in the same way, we can observe that 15t and 16t iterations are equal. In that case

5.997 1
AXe=| 0 |=5997|0

5.985 1




1
Therefore the eigen value 1 = 6 and eigen vector X = |0
1

1
Now take the initial vector of B as ¥;=|0

BY;

~ the smallest eigen value ofa = -2+ 6 =4
By using the property,
Sum of the Eigen values=Trace of A
=5-2+5=8
The third eigen valueis 4; + 1, + 13 = 8
6+4+1;=8
Az =—2

Therefore the eigen values are 6,4,-2




UNIT-11

INTERPOLATION AND APPROXTIMATION

PART-A

LAGRANGE’S INTERPOLATION

1. Write down the Lagrange’s Interpolation formula.
Solution:
Let y = f(x) be a function which takes the values yy, y1, 2, -.... ¥, corresponding to xg, X1, X3, .... Xp,

Then Lagrange’s interpolation formula is

y=f(x)= (x—x1)(x=%3)..(x—x) (x=x9)(x—x3)...(x—xp)

(o—12) (o) (o) 0 T (1 —20) Gz =) (X1~ ) 1

(x = x0)(x = x1) . (x — Xp—1)
(xn — %0) (xp — x1) oo (X5, — Xp—1) "

2. Find the second degree polynomial through the points (0,2),(2,1),(1,0) using Lagrange’s
formula.
Solution:
We use Lagrange’s interpolation formula

(x = x)(x — x) (x — x0) (x — x5)
(e — 1) (0 —22)”° " (y — 20) (1 — 1)

y=fx)=
(x — x0) (x — x1)
(22 — x0) (X2 — x1) Y2

_G=DE-1) , G-0G-D  G-0(x-2)
S 0-2)(0-1)"  2-02-1)" a-001-2)

2 1 . 1., 2 2
=X —3x+2+5(x —x)=5(2x —6x+4+x°—x)

1
y=§(3x2—7x+4)

DIVIDED DIFFERENCES




3. Distinguish between interpolation and extrapolation.

Solution:

Interpolation Extrapolation

To find the values of a function inside a To find the values of a function outside a

given range is interpolation. given range is extrapolation.

4. Find the divided difference of f(x) which takes the values 1, 4, 40, 85 with arguments 0,
1, 3,4
Solution:

The divided difference table is as follows

f(x) Af(x) A?f(x)

1




5. Find the divided differences of f(x) = x3 + x + 2 for the arguments 1, 3, 6, 11.
Solution: (AU A/M 2011)
f=13+1+2=4
f(3)=33+3+2=232
f(6)=63+6+2=224
F(11) =113 + 11 + 2 = 1344

The divided difference table is as follows

f(x) Af (x)

4

1344 — 224

= 224
11-6




CUBIC SPLINE

. Define cubic spline function.
Solution:
We define a cubic spline,S(x) as follows:
1) S(x) is a polynomial of degree one for x < x, and x > x,,.
S(x) is at most a cubic polynomial in each interval (x; — 1,x;41),i = 1,2,..n.
S(x),S’(x) and S “"(x) are continuos at each point (xi, yi),i = 0,1,2...n and

S(x;)) =y;,i=012,..n

NEWTON’S FORWARD AND BACKWARDINTERPOLATION

7. Derive Newton’s backward interpolation formula using operator method.
(OR) State Newton’s backward formula for interpolation.
State Newton’s backward difference formula.
Solution:

viv+1 viv+1D)(v+2 viv+1D)w+2)(v+ 3
(2' )vzyn+ ( 3)'( )V3yn+ ( )( . )( )V4yn

y(x) = yn +vVy, +
Where v = x_hx"

8. Derive Newton’s forward interpolation formula using equal intervals .

Solution:

nn—1)n-2)
3!

nn—1)
2!

Yn = f(xo + nh) =y, + nAy, + Ay, + Ay, + 4

9. Find the first and second divided difference with arguments a, b, c of the function f(x) =

X

Solution:

() =2 =f(a)==




f(a,b) =A [1 [ f(xo, %1) = f(x1)—f(xo)]

a Xo—X1

f(a,b,c) =

"~ abc

1 1
f,c)—f(ab) ~pc"ap 1 [C—a] 1
c—a T c-a abc

c—a

10. When to use Newton’s forward interpolation and when to use Newton’s backward
interpolation?
Solution:
This formula is used to interpolate the values of y near the beginning of the table value and also for
extrapolating the values of y short distance ahead (to the left) of y,.
(1) Thus formula is used mainly to interpolate the values of y near to end of the set of tabular

values and also for extrapolating the values of y short distance ahead (to the right) of y,.

PART-B

LAGRANGE’S INTERPOLATION

1. Find the interpolation polynomial f(x) by Lagrange’s formula and hence find f(3) for

0,2),(1,3),(2,12)and (5,147). (OR)

Find the polynomial f(x) by using Lagrange’s formula and hence find f(3) for

Solution:

By Lagrange’s interpolation formula, we have




(x —x)(x — x2) (x — x3) (x — x0) (x — x2) (x — x3)
(x0 — 1) (xp — x2) (%9 — x3) 0 (1 = x0) (g — x2) (X1 — x3) !

y=f(x)=
(x — x)(x — x1) (x — x3) (x — x0)(x — x1) (x — x3)
(x2 = x0) (62 — x1) (%2 — x3) 2 (x3 — x0)(x3 — x1) (X3 — xz)y3

G-DE-D=35) ,  G-0&-D&-3)
O-DO-20-5 P ' T-0a-2a-s

y=fkx) = 3)

G- -DE-5 (-0 1x—2)
Z-0ez-Dz-5 " T E-06-DG-2)

(147)

=D -2)(x—5) x(x—2)(x—=5)
- (—10) @+ 4

(3)

(x—1D(x-=5) x(x—=1)(x—-2)
+—_6 (12) + 50

(147)

Put x = 3 we get

(3-1)(3-2)(3-5) 3(3—-2)(3-5)
—-10 @2+ 4

y=f(@3)= (3)

+3(3—1)(3—5) 33-1)(B3-2)

(12) +

= (147)

_2(=2) 3(=2) 3(2)(=2) 3(2)
_(_10)(2)+ T 3+ &) (12) + —5-(147)

60

= (3)—4(2) 6(3)+2(12)+1(147)—8 18+24+147
=13 =1 4 10 T10 4 10

f(x) =35
2. Use Lagrange’s formula to construct a polynomial which takes the values

f(0)=-12, f(1)=0, f(3)=6 and f(4)=12. Hence find f(2).

Solution:

By Lagrange’s interpolation formula, we have




(x —x)(x — x2) (x — x3) (x — x0)(x — x2) (x — x3)
(x0 — 1) (xg — x2) (%9 — x3) 0 (1 = x0) (1 — x2) (x1 — x3) !

y=fx)=

(x — x0) (x — x1) (x — x3) (x — x0)(x — x1)(x — x3)
(x2 = x0) (2 — x1) (%2 — x3)y2 (x3 — x0)(x3 — x1) (X3 — xz)y3

(x-Dx-3)x—-4)
(0—1)(0—3)(0—4)

y=f(x) = (—12) + 0

(x—=0)(x—-1(x—4) P (x—=0)(x—1)(x—3)
Go0G-DB-0» O Tanou-DE-3

(12)

B (x—1D(x—-3)(x—4) 3 x(x—1)(x—4)
= =0 (—-12) + =6 (6)
x(x—1(x—23)
12

(12)
=(x-DEx-3)x—4) —x(x-Dx—4) +x(x—-1Dx-13)
=(x—D[x?—3x—4x +12 — x? + 4x + x? — 3x]
=(x— 1% —6x+12)
=x3—6x2+12x —x?+ 6x — 12
y(x) = x3 — 7x? + 18x — 12
Ly(2)=23-7(2)*+18(2)—-12=4

~y()=4




DIVIDED DIFFERENCES

3. Determine f(x) as a polynomial in x for the following data, using Newton’s divided

difference formula. Also find f(2)

X -4 -1

33

Solution:

f)

1245

—28 — (—404) _

-




By Newton’s divided difference interpolation formula,
fx) = f(x0) + (x — x0) f (xg, x1) + (x — x0) (x — x1) f (X0, %1, %2) + (x — x0) (x — x1) (x — x2)f (X0, X1, X2, X3)
Lo (D)
Here f(xy) = 1245, f(xy, x1) = —404, f (xg, X1, X2) = 94, f (xg, X1, X2, X3) = —14 & f(x, X1, X3, X3,X4) =3,
Hence we using this formula in equation (1) we get
f(x)=1245+ (x +4)(-404) + (x +H)(x + 1D)(94) + (x +4)(x + 1)(x — 0)(—14)
+ (x+4)x+Dx—-0)(x—-2)(3)
= 1245 — 404x — 1616 + 94x? + 470x + 376 — 14x3 — 70x2 — 56x
+ 3x[x3 — 2x%2 + 5x% — 10x + 4x — 8]
—14x3 + 24x% + 10x + 5 + 3x[x3 ¥ 3x%2 — 6x — 8]
= —14x3 + 24x% + 10x + 5 + 3x* 4+ 9x> — 18x% — 24x

f(x) =3x*—5x3+6x%2—14x+5

= f(2)=3x2*—-5x22+6%x22-14X2+5=48—-40+24—28+5

f2)=9

4. Use Newton’s divided difference formula find f(9) given the values (5,150), (7,392), (13,2366)
and (17,5202)

Solution:




392 - 150

=121
7-5

329 - 121 _
13-5

2366 — 392 _
=329

709 — 329 _
17-7

5202 — 2366 _ 709
17-13

By Newton’s divided difference formula
f(x) = fxo) + (x — x0)f (x0,x1) + (x — x9) (x — x1) f (%0, X1, X2)
+ (x — x0) (x — x1) (x — x3) f (x0, X1, X2, X3)

=150 + (x — 5)(121) + (x — 5)(x — 7)(26) + (x — 5)(x — 7)(x — 13)(1)

f(9) =150+ (9 —-5)(121)+ (9 -=5)(9—=7)(26) + (9—=5)(9—=7)(9—13)(1)
f(9) =150+ 484+ 192 — 32

£(9) = 794

CUBIC SPLINE

5. The following values of x and y are given in table:

x: 1 2 3 4
y: 1 2 5 11
Find the cubic splines and evaluatey(1.5).

Solution:




Here h = 1,n = 3, also assumeM(0) = M(3) =0.
h — length of the interval
n — number of intervals

We know that the cubic spline polynomial is

hZ
Y =5(0) = =[G = 2)*Mi_g + G = 60 My] + 3 G = 2) [yima — o Moy

1 h?
+o (0= xi-q) [)’i - ?Mi] i €9

Here xp=1,x =2 ,x%,=3, x3=4
Yo=1,y1=2,7,=5, y3=11

6 .
Mi_y +4M; + Mg = 5 [¥ic1 = 2Vi + Yiral - fori = 12,.(n-1) ...(2)

My=y"y =0, Mg=y"3 =0

4M, + M, = 6[1 —2(5) + 11] = 180

AM;+M, =12 [sinceM, = 0]

Fori=2 = M;+4M, + M5 = 6[y; — 2y, + y5]
= 6[2-2(5)+11] =18
My +4M, =18..........(4) = Mz =0]

(3) x4 = 16M, +4M, =48 ........(5)
G)-@)=> M, +4M, =18
15M; = 30

M1 = 15
4(2) + M, = 12

M2 = 4
For i = 1, we get the cubic spline, for 0< x < 1, is given by

11




1 1
500 = [ = 0% + (= D*@)] + @ - ) (1 -2 (0)> +a-D(2-2@)

=Ll - D@1+ @~ 0 + - D (2-3)

—1(x—1)3+(2—x)+(x—1)(§)

E]
1 5
=§[x3—3x2+3x—1]+(2—x)+(x—1)<§)

1
=§[x3—3x2+3x—1+6—3x+5x—5]

s(x) =y(x) ==[x%—-3x2+5x] — — — —(6)
Fori = 2, we get the cubic spline, for 1< x < 2, is given by
s =3 [B-°@+x-2*W]+B -0 (2-:2)
+(x-2) (5 —%(4))
s() = y(x) = 3 [x® — 3x2 + 51]

Fori = 3, we get the cubic spline, for 2< x < 3, is given by

500 =@ =0’ (W) + =3O+ (4= 0 (5-2(®) + - 3) (11 -1 ()
s(x) =y(x) = %[—2x3 + 24x% — 76x + 81]
Equation (6), (7) &(8) gives the cubic spline in each sub-interval.

To find y(1.5)

(7) = y@5)= %[(1.5)3 —3(1.5)% + 5(1.5)]
y(1.5) = §[4.125] since 15liesinl < x < 2]

12




y(1.5) = 1.375

Find the Cubic Spline approximation for the function given below.

X 0 1 2 3

1 2 33

Assume that M(0) = 0 = M(3). Hence find the value of f(2.5).

Solution:

Here h = 1,n = 3, also assumeM(0) = M(3) =0.

h — length of the interval

n — number of intervals

We know that the cubic spline polynomial is

500 = 2 [(r = 2)*Mi_y + (e = %203 Myl + 7 (e = ) [yis —

1 h?
to (= xia) |y — M

We have
=12.n-1) ...(2)

6 .
Mi_y +4M; + Mg = 5 [yi-1 = 2y + yiral  fori

i.e; i=12 [~n=3]

My=y"y =0, Mg=y"3 =0
AM, + M, = 6[1 — 2(5) + 11] = 180

4M1+M2 = 180

Fori=2 = M;+4M, + M3 = 6[y; — 2y, + ys]
6[2 — 66 + 244] = 1080

My +4M, = 1080 ..........(4) = M3 =0]

13




(2) x4 = 16M, +4M, =720........(5)
(5) — (4) = 15M, = —360(5)

M, = —24
4(=24) + M, = 180

M, =276
For i = 1, we get the cubic spline, for 0< x < 1, is given by

50 = [0~ O + =0 20)+ (1 -0 (1 -5 )+ -0 (2-2)

s(x) =y(x) =—4x3+ (1 —x) + 6x
s(x)=—4x3+5x+1.......(6)
Fori = 2, we get the cubic spline, for 1< x < 2, is given by

s() = 12 - 03 (-24) + (x - 1@76)] + 2 — 1) (FE22)

=1 (33 - @)

s(x) = y(x) = 50x3 — 162x? + 167x — 53 .......... (7)

Fori = 3, we get the cubic spline, for 2< x < 3, is given by

s(x) = %[(3 —x)3(276) + 3 —x)3(33 — 46)] + (x — 2)(244)

s(x) = y(x) = —46x3 + 414x? — 985x + 715 (8)
Equation (6), (7) &(8) gives the cubic spline in each sub-interval.
To find y(2.5)

(8) = y(2.5) =-46(2.5)% + 414(2.5)%> — 985(2.5) + 715

y(2.5) = 121.25 since 2.5liesin2 < x < 3]




NEWTON’S FORWARD AND BACKWARD INTERPOLATION

7. Find a polynomial of degree two for the data by Newton’s forward difference formula.

X

0

1

2

3

4

5

6

7

y

1

2

4

7

11

16

22

29

Solution:




Herexy =0, yo=1, h=1
u(u—1) A2
2!

y(x) = yo +uly, +

X—X, x—0
Where u = h°=T=x=>u=x

y(0) =1+ x(1) + 22 (1)

x 242x+x%—x

2_
=1+4+x+7> =
2 2

y(x) = %[x2 + x + 2] is the required polynomial.

8. Using Newton’s forward interpolation formula, find the cubic polynomial which takes

the following values .

X 0

Y 1

Solution:




2—-1=1(Ay,)

1-2=-1(4y,)

10 — 1 = 9(Ay,)

x3 3 | y3 10

We will use forward difference formula

ulu—1D(u—2)
3!

ufu—1)

2 Azyo +

A3y0 + e

y(x) =y +uly, +

X=X x—0
Where u = h°=T=x=>u=x

y(0) =1+ x(1) += (~2)

(12)

(x—1) N x(x — 13)'(x -2)

2!

2 _ — —
=1+x_x2x(2)+x(x 1g(x 2)

(12)

=1+x—x?+x+2x(x—1(x—-2)

=1+x—x2+x+2x(x>—-3x+2)

=14+x—x%+x+2x3—6x%+4x

=14 6x — 7x%+ 2x3

y(x) =2x3 - 7x?>+6x+1




9. From the given table compute the value of sin 38° ( M/J 2016)

Solution:

We form the difference table:

10

20

40

0.17365

0.34202

0.64279

Y= f(x)

0.17365

0.34202

0.64279

n)

(Ayo)

0.17365

0.16837

0.15798

0.14279

-0.00528

-0.01039

-0.01519

(AZYO)

(V2yn)

(83y,)

-0.00511

-0.00487

(V3Yn )

(&*y,)

0.00031

(V*y)

We will use backward difference formula

y(x) =y, +vVy, +

viv+1) 2

Xn _ 40-0.064279

e
Where v = -

10

n

-0.2

viv+ 1w +2) v

3!

18

n

N viv+ 1w+ 2)(v+3) vt

y(38°) = 0.64279 —0.028 —0.0127 + 0.0290

4!

yn + cee




y(38°) = 0.64249

sin 38° = 0.61568




UNIT-111

NUMERICAL DIFFERENTIATION AND INTEGRATION

PART-A

DIFFERENTION USING INTERPOLATION FORMULA

2
1. Write down the expression for % and % at x = x, by Newton’s backward difference formula

Solution:

(dy) —1[v +1v2 +1v3 +1v4 + ]
dxx—x _h yTl 2 yTl 3 yTl 4 yn

dy 1 11
— = — Vz —V3 —V4 ]
(dx2>x_x n [ Yn =Vt 5Vt

=Xn

NUMERICAL INTEGRATION BY TRAPEZOIDAL METHOD

b
2. State Trapezoidal rule to evaluate J f(x)dx.

Solution:

[ fo)dx =§[(yo 3+ 20+ et )]

dx

3. Taking h = 0.5,evaluate f12 T

> using Trapezoidal rule.




Solution:

1
1+x2

Here y(x) =

Length of the interval = 1

1 1.5

0.5 0.3077

By Trapezoidal rule

Trapezoidal rule

0.2

h
=3 [sum of the first and last ordinates]

+ 2[sum of the remaining ordinates]

dx

1+x2

f

dx

1+ x2

/

4. Using Trapezoidal rule, evaluate

!

[(0.5 + 0.2) + 2(0.3077)]

dx

_05 [0.7 + 0.6154]
+x2 2 '

2
fl x2
1

0.5
= —-[13154] = 0.3289

sin xdx by dividing the range into 6 equal parts.




Solution:

5. Evaluate dx by Trapezoidal rule, dividing the range into 4equal parts.

Solution:




dx

oz using Trapezoidal rule.

6. Evaluate fol

Solution:

1
1+x2

Here y(x) =
Length of the interval = 1
0 0.2 0.4 0.6 0.8

1 096154 0.86207 0.73529 0.60976

By Trapezoidal rule

Trapezoidal rule

h
=3 [sum of the first and last ordinates]

+ 2[sum of the remaining ordinates]

1 d h
L= 5100 +Y6) + 2071 + 2 + Y3 + atys)]

11+x2

0.2
= —-[(1+05) +2(0.96154 + 0.86207 + 0.9412 +0.73529 + 0.60976)]

0.2
2 7[7.83732] =0.783732 ........(1)




By actual integration,

s
1+x2 = (tan"'x)} = tan™'1 — tan™10 = —
X

T
From (1)& (2) 7 = 0.783732

n = 3.13493(approximately

NUMERICAL INTEGRATION BY SIMPSON’S 1/3 AND 3/8 RULES

7. State Simpson’s one-third rule.
Solution:

Simpson’s one third rule is

Xo+nh

h
| f@dr =300+ m) + 400 + 35+t ) +200 43+

Xo

8. State the local error term in Simpson’s 1/3 rule.

Solution:

. . . —h% (4 —h* 4
The local error in the interval (x, x,) is Eyé ) — rrrilan a)yé ),

where yé4) is the 4th derivative of y=f(x) at x = x,

9. State Simpson’s 3/8 rule of integration.

Solution:




Xo+nh

3h
| FGdr =S 100+ 30) 4300+ 2 + 31+ ¥+ oY) 4 205+ i + ok )

Xo

ROMBERG’S METHOD

bd
10. State Trapezoidal rule for evaluating J J‘ f(x,y) dx dy.

ac

Solution:

1= %[(Sum of values of f at Four corners) + 2(Sum of the values of f at remaining nodes

on the boundary) + 4(sum of values of / at interior nodes)

11. State Romberg’s integration formula to find the value of I = f: f(x) dx for first two intervals.

Solution:
Let I; and I, be the values of the integral I, by trapezoidal rule with h,h/2 as width of interval .

Then Romberg’s formula I = I, + (12:1)

PART - B

DIFFERENTION USING INTERPOLATION FORMULA

d d*
1. Construct —xand zy

at x =151, from the following data:
dy d°x

X: 50 60 70 80

Y:

Solution:




Given x= 51, x,=50 h=60-50=10

x—x, 51-50
h 10

0.1

Atx=51,u=0.1

Difference table

X y = f(x)

50 | 19.96

W.K.T the Newton’s forward difference formula is

d d 1 2u—1 3u? —6u+2
ro=(L] L] s G Dyl Lay
X=X, u=0.1

dx h 2! 31 0

4’ —18u’ +22u —6)
+( 3 A4y0

ven () _ 1 0.2-1)
f(Sl)—( xlzm S[6.69+=—— (5.47)+[

(3(0.1*)—6(0.1)+2
3!

j(—9.23)+

(4(0.1)* —18(0.1)*)+22(0.1) -6
24




" _L _ —
f (51)_100{5.47+(o.1 1)(-9.23) +

£(51)=1.0316

£"(51)=0.2303

1
N j :ﬁ[Azyo"'(”_l)A}yo"'
u=0.1

2
(61> —18u+11) Aty s

12

(6(0.1)° —18(0.1)+11)

12

=L[5.47 +8.307 + 9.2523]
100

(1 1.99)}

2. For the given data, find the first two derivative at x=1.1

X

1.0

1.1

1.2

1.3

1.4

y

Solution:

The difference table is as follows

y=f(x)

Ay

A%y

7.989




1 2u—1 3u? —6u+2
( )Azy +( )A3

dy _
Tax  r|Mot T 3!

n Yo +

d 1 — 1)—6(1) +2
(%)x 1121[0'414+((;—)( 0.036) + Ga) 3!() )(0_006)+...

d
(_y) = 0.3950
x=1.1

dx

NUMERICAL INTEGRATION BY TRAPEZOIDAL METHOD

3. Evaluate fo o by i) Trapezoidal rule ii) Simpson’s rule. And compare the result with its

actual integration value.

Solution:

Here y(x) =

1+x2

Let h=1
x :0 1 4 5 6

y: 1 0.5 . . 0.058824 0.038462 0.27027

We know that for Trapezoidal rule




h
= E[()’o +Ye) +2(y1 +y2 + Y3 +ya +ys5)]
[(1 4 0.27027) + 2(0.5 + 0.2 + 0.1 + 0.058824 + 0.038462)]

6
dx
f = 1.41079950
1+ x2
0

We know that Simpson’s one third rule is

(Vo +¥s5) +4(y1 +y3 +¥5) + 2(y2 + y4)]

6

1
f —5 =5[(0.5+0027027) + 4(0.5 + 0.1 + 0.038462) + 2(0.2 + 0.58824))
0

6

f dx = 1.28241
1+x2

0

We know that Simpson’s three — eight rule is

Xo+nh

3h
f f(x)dx = g[(yo +¥6) + 31 +y2 tya tys) +2(y3)]




By actual integration,

o= (tan™1x)§ = tan™16 = 1.40564764

Conclusion:

Here the value by trapezoidal rule is closer to the actual value than the value by Simpson’s rule.

4. Take h = 0.05, evaluate f11'3 Vx dx using Trapezoidal rule and Simpson’s three-eighth rule.

Solution:

We know that for Trapezoidal rule

13

h
f Vxdx =§[()’0+3’6)+2(}’1 +y2+ Y3ty +ys)]
1

1.3

0.05
f Vxdx = —— (1 +1.1402) + 2(1.0247 + 1.0488 + 1.0724 + 1.0954 + 1.118)]
1

1.3
f Vxdx = 0.3215
1

We know that Simpson’s three — eight rule is

Xo+nh

3h
[ redx =100+ 76 + 30 + 2 + 31+ 35) + 20)

11




_ 3(0.05)

o [(1+1.1402) + 3(1.0247 + 1.0488 + 1.0954 + 1.118) + 2(1.0724)]

1.3
f Vxdx =0.3215
1

ROMBERG’S METHOD

1 dx

5. Evaluate fo T by using Romberg’s method correct to 4 decimal places. Hence deduce an

approximation value of .

Solution:

Lety =

1+x2

Let

1
dx
I =
1+ x2
0

Take h = 0.5. The tabulated values of y are
X: 0 0.5 1

y: 1 0.8 0.5

We know that for Trapezoidal rule

h
=5 (Vo +¥2) + 2(y1)]

0.5
=—-[(1+05) +2(08)]




1
f dx =0.775=1

1+x2 -1
0

Take h = 0.25. The tabulated values of y are
X: 0 0.25 0.5

y: 1 0.94120.8

We know that for Trapezoidal rule

dx _h

T2 2 (o +¥a) + 21 + 2 +¥3)]

0.25
== [(1+0.5)+2(0.9412 + 0.8 + 0.64)]

—=07828 =1,

Take h = 0.125. The tabulated values of y are

0.125 0.25 0.375

0.9846 0.9412 0.8767

We know that for Trapezoidal rule

1
dx h
f1+xz =500 +y8) + 2011 +y2 + ys + ya + ¥5 + e +y7)]
0




1
dx  0.125
f = [(1+05)+2(0.9846 + 0.9412 + 08767 + 0.8+ 0.7191 + 0.64 + 0.5664)]
0

1
f dx =0.78475 =1

1+x2 -
0

Using Romberg’s formula for I; and I, we have

0.7828 — 0.775
3

I—1
I=1,+ (%) =0.7828 + ( ) = 0.7828 + 0.0026

I =0.7854

Using Romberg’s formula for I, and I3 we have

0.78475 — 0.7828
3

I,—1
=1+ (%) = 0.78475 + ( ) = 0.78475 + 0.00065

I =0.7854

1

-1—f @ _ 07854 (1)

“l=| 7= =0.
0

6. Evaluate f;% correct to three decimal places using Romberg’s method. Hence, find the value

of log 2.

Solution:




Using Trapezoidal rule, let us find the value of the given definite integral by taking

0.5,0.25 and 0.125 respectively,
When h = 0.5, the values of y = ﬁ are tabulated below.

0.5
0.6666 0.5

We know that for Trapezoidal rule

1

h
[ 15 = 5100 432 +200)]
0

1

f dx —0'5[(1+05)+2(06666)]
14+x2 2 ' '

0

1

f 07083 =1
1+x2 -

0

1) Take h = 0.25. The tabulated values of y are
X: 0 0.25 0.5 0.75

y: 1 0.8 0.6666 0.5714 0.5

We know that for Trapezoidal rule

(Vo +ya) +2(y1 + 2 +¥3)]

5
—Z[(1+ 0.5) + 2(0.8 + 0.6666 + 0.5714)]




1
f dx =0.697=1

1+x2 T2
0

111) Take h = 0.125. The tabulated values of y are

0.125 . 0.375 0.5

0.8889 . 0.7272

By Trapezoidal rule

1
dx h
f1+xz =500 +y8) + 2011 +y2 + ys + ya + ¥s + e +y7)]
0

1

dx 0.125
f 72 2 [(1+0.5)+2(0.8889 + 0.8 + 0.7272 + 0.6667 + 0.6153 + 0.5714 + 0.5333)]

0

1
f D 06941 =1

1+x2 -3
0

Using Romberg’s formula for I; and I, we have

0.697 — 0.7083
3

L—L

I=12+( )=0.697+( >=0.6932

Using Romberg’s formula for I, and I3 we have

0.6941 — 0.697
3

_IZ

) 0.6941 + ( ) = 0.6931




Evaluation of log,2

1

f dx = 0.693
1+x2

0

[log(1 + x)]§ = 0.693 = log,2 — log,1 = 0.693

log.2 = 0.693

DOUBLE INTEGRALS USING TRAPEZOIDAL AND SIMPSON’S RULES

f11'4$dx dy by using Trapezoidal rule taking h=0.1 and k=0.1

7. Evaluate f11.2

Solution:

k

I = — [(sum of values of f at the four corners)

+ 2 (sum of values of f at the remaining nodes on the boundary)

+ 4(sum of the values of f at the interior nodes)]




(0.1)(0.1)
7 [(0.5000 + 0.4167 + 0.3846 + 0.4545)

+ 2(0.4762 + 0.4545 + 0.4348 + 0.4000 + 0.4000 + 0.4167 + 0.4348 + 0.4762)

+ 4(0.4545 + 0.4348 + 0.4167)]

I =0.0349

8. Evaluate

Solution:

f01 folﬁdx dy by using Trapezoidal rule taking h=0.5 and k=0.25

1

1 0.5

0.8 0.4444

0.6667 . 0.40

0.5714 0.3636

0.50 .40 0.3333

9. Evaluate

Solution:

I= % [(sum of values of f at the four corners)

+ 2 (sum of values of f at the remaining nodes on the boundary)
+ 4(sum of the values of f at the interior nodes)]
_ (0.5)(0.25)
I= — [(1+0.5+0.3333 +0.5) + 2(0.667 + 0.4444 + 0.40 + 0.3636 + 0.40 + 0.5714 +

0.6667 + 0.8) +4(0.5714 + 0.5 + 0.4444)]

= 0.5319

f13 flzxiydx dy by using Trapezoidal rule taking h=0.5 and k=0.5




2 0.5

2.5 0.4000

3 0.3333

I= % [(sum of values of f at the four corners)

+ 2 (sum of values of f at the remaining nodes on the boundary)

+ 4(sum of the values of f at the interior nodes)]

1=22C91(1 1 0.5+ 03333+ 0.1667) + 2(0.667 + 0.3333 + 025 + 0.2 + 4.5 + 0.4 + 0.5 +

0.667) + 4(0.4444 + 0.3333 + 0.2667)]

[ =1.3258

10. Evaluate fol/ 2 fol/ 2%ﬁ:}’:)dx dy using Simpson’s rule with h=1/4=k

Solution:

Let f(x,y) = %g)

The values of f(x,y) at the nodal points are given in the following table




By Simpson’s rule, 1= % [(sum of values of f at the four corners)

+ 2 (sum of the values of f at the odd position on the boundary except the corners)
+ 4 (sum of the values of f at the even position on the boundary)

+ {4 (sum of the values of f at odd positions) + 8 (sum of the values of

f at even positions) on the odd row of the matrix except boundary rows}

+ {8 (sum of the values of f at the odd positions)+16 (sum of the

Values of f at the even position) on the even rows of the matrix}]

@6

[ =
9

[(0+0+0.1979 + 0) + 4(0 + 0 + 0.1108 + 0.1108) + 16(0.0588)]

1 =0.0141

11. Evaluate 11'4 22'4xlydx dy by using Trapezoidal rule taking h=0.1 and k=0.1

and verify with actual integration .

Solution:

y\x 1 1.1

1 0.5 0.4762

1.1 0.4545 0.4329

1.2 0.4167 0.3968

1.3 0.3846 0.3663

1.4 0.3571 0.3401

% [(sum of values of f at the four corners)

+ 2 (sum of values of f at the remaining nodes on the boundary)

20




+ 4(sum of the values of f at the interior nodes)]

DD
=

[(0.5000 + 0.4167 + 0.3571 + 0.2976)

+2(0.3846 + 0.4167 + 0.4545 + 0.4762 + 0.4545 + 0.4348 + 0.3788 + 0.3472 + 0.3205

+0.3106 + 0.3247 + 0.3401)

+4(0.4329 + 0.4132 4 0.3953 4+ 0.3968 + 0.3788 4+ 0.3623 + 0.3663 + 0.3497 + 0.3344)]

I =0.0614

By actual integration:

—ax = - —dax
xy Y 1 Y Y 2 X

= (log y)1*(log y)3*
= (log 1.4)[log2.4 — log2]

= log(1.4)log(1.2)

14 24 4
f f —dx dy = 0.0613
1 J2 XY




UNIT-IV

INITIAL VALUE PROBLEM FOR ORDINARY DIFFERENTIAL EQUATIONS

PART-A

TAYLOR SERIES METHOD

1. Using Taylor series method fine y(1.1) given that y' = x + y,y(1) = 0
Solution:
Giveny =x+yandx,=1,y,=0
We know that Taylor series formula is

(x—x9) . (x—x0)% ., (x—x0)° ..
1 Yot T Yot T3 Yot

y =x+y Yo=1+0=1

Y1 = Yo+

y'=1+y' yo =1+1=2
y!// - y'/ yOV// - 2

-1 G-
@+ @)

(1.1 -1)? (1.1-1)3
2 @+ 6

vy, =y(1.1) = 0.1103

y=0+x-1+

y(1.1) =0+ (1.1—-1) + )

2. Find y(0.1) if% =1+ y,y(0) = 1 using Taylor series method.
Solution:

Giveny =1+yandx,=0,y,=1

We know that Taylor series formula is

(x —xq) (x—xo)z " (x—x0)3
1! ot T

y1= Yo+ Yo +

y =1+y

y' =y

ynv — yr/

(x — 0)? (x — 0)° (x—0)*
> @D +——F— @ +—;

y1=1+(x—-0)2+ (2)




x3  x*
=142 2 —+—
+2x +x +3+12

(0.1)3 (0.4)*

y(0.1) =1+ 2(0.1) + (0.1)* + —

y; = y(0.1) = 1.2103
3. State the advantages and disadvantages of the Taylor’s series method.
Solution:

The method gives a straight forward adaptation of classic calculus to develop the solution
as an infinite series. It is a powerful single step method if we are able to find the successive
derivatives easily.

If f(x,y) involves some complicated algebraic structures then the calculation of higher

derivatives becomes tedious and the method fails.

EULER AND MODIFIED EULER METHOD

. State Euler’s method to solve% = f(x,y)with y(xy) = y,.

Solution:

y1 = Yo + hf (x9,vo) wheren = 0,1,2 ...

. State Modified Euler’s method to solve% = f(x,y)with y(xy) = yo-

Solution:

h h
Y= +hf(xo +Enyo +5f(xo:yo)j

. Find y(0.1)by using Euler’s method given that % =x+yy(0)=1.
Solution:

Giveny =x+y,x,=0,y, =1
By Euler’s method

Y1 = Yo + hf (x0,¥0)
y1=1+01)O0+1)=1+01=1.2

y1 =y(0.1) =1.2




7. Find y(0.2) for the equation y' =y + e*, given that y(0) = 0 by using Euler’s method.
Solution:

Giveny =y +e¥,x,=0,y,=0,h=0.2
By Euler algorithm, y; = yq + hf (%9, o)
=0+ 0.2£(0,0)
=0.2[0+e°] = 0.2
y(0.2) = 0.2

RUNGE-KUTTA METHOD FOR SOLVING FIRST AND SECOND ORDER
EQUATIONS
State the fourth order Runge-Kutta algorithm.

Solution:

Let h denote the interval between equidistant values of x. if the initial values are

(x0,¥0), the first increment in y is computed from the formulas.

ky = hf(x0,Y0)

ok
k, = hf(xo +2,5 +—)

2 2
k —h( W0 +k2>
3 =hf|xo 2'}’0 2
ks = hf(xo+ h,yo + k3)
1

Xy =X +hy; =y, +Ay

The increment in y in the second interval is computed in a similar manner using the
same four formulas, using the values x;,y; in the place of x,, y, respectively.
filx,y,2) =z
fo(x,y,2) = —xz—y

By Runge- Kutta method
ki = hfi(xo,¥0,20) i = hf;(x0,¥0,20)

= (0.1)£1(0,1,0) = (0.1)£,(0,1,0)

= (0.1)(0) =(0.1)(0—-1)

ki =0 l; =-0.1




MILNE’S PREDICTOR AND CORRECTOR METHODS
9. State Milne’s predictor-corrector formula.
Solution:

Milne’s Predictor Formula:

4h , , )
Yn+1, p = Yn-3 T ?(Zy n-2" Y1t 2y n)

Milne’s Corrector Formula:

h o, , ,
Yn+1, ¢ =¥n-1t 3 Qy =4y, Y )

10. Distinguish between single step methods and multi-step methods.

Solution:

single step method multi-step method

Taylor’s series, Euler’s, Modified Euler’s, Milne’s and Adams predictor - corrector

Runge — Kutta method of fourth order method

One prior value is required for finding the Four prior value are required for finding

value of y at x; the value of y at x;

11. What are multi-step methods? How are they better than single step methods?
Solution:
One step method: We use data of just one proceeding step.

Multi step method: We use data from more than one of the proceeding steps.




PART-B

TAYLOR SERIES METHOD

1. Find the value of y at x = 0.1,0.2 given that % = x*y — 1,y(0) = 1,by Tailor’s series

method up to four terms.
Solution:

Giveny =x?y—1andx, =0,y, =1

We know that Taylor series formula is

(x—x ) ’ (x—x )2 " (x—x )3 "
Y=Yo+t 5 Yot Yot 5 Yo +

y =x?y-1

y" = 2xy+x%y’ yo = 2(0)(1) +0(-=1) =0

y"=2[xy' +y]+x%y" " +y'2x yo =2(1) +4(0)(-1)+0=2
=2y +4xy +x%y"

yiv — 2y' + 4[xy” + y’] + xzy”' + y”'2x yé" =6(—1) +6(0)(0) + (0)(2)
=6y +6xy +x%y" =—6

Substituting in equation (1) we get

(x—0)?
2

(x—0)3
6

(x—0)*

y=1+(x—0)(—1)+ -y

0) + (2) + (=6)

x3  x*
=l-x+———
y XT3y

To find y (0.1)

01 =1 01+0'13 01"
yu. = . 3 4

y(0.1) =1—-0.1+0.00033 — 0.000025
y(0.1) = 0.900305
To find y (0.2)

(02)=1 024 2% 0%
y\u.L) = . 3 4




y(0.2) =1 — 0.2 + 0.0026 + —0.0004
y(0.2) = 0.8022
xo = 0.1,y, = 00.0993,h = 0.1

(0.1)?2 (0.1)3

y2 = y(02) = 0.09933 + (0.1)(0.9801334) + ~—— (~0.3946868) + ~—— (~3.84159)

y(0.2) = 0.19467

2. Determine the value of y(0.4) using milnes’s method given y' = xy + y* ,y(0) = 1 . Using
Taylor series method obtain the values of y(0.1) and y(0.2) and y(0.3).

Solution :

Giveny =xy+y?andx, =0,y, = 1,
By Taylor series formula is

— , — z ., - 3 .
y = yo+ 552y, + Sl yy + S0l gy

y = xy+y?

y' =xy' +y+2y yo=1+2(1(1) =1

y ' =xy' +y +y' +2yy +2yy Yo =2+6+2=10

=xy + 2y'2 + 2yy”
+ 2y'
yU=xy +y 42y +2yy" ¥’ =9+12+20 =41
+2yy ' +4yy"
=xy ' +3y ' +4 yy'+2yy”
Substituting in equation (1) we get

0.1)? 0.1)3 0.1)*
y1=y(0.1)=1+0.1(1)+( 2) (3)+( 6) (10)+(24)

y(0.1) = 1.11684

(41)

0.2)2 0.2)3 0.2)*
y2=y(0.2)=1+0.2(1)+( 2) (3)+( 6) (10)+(24)

y(0.2) = 1.276067

(41)

0.3)2 0.3)3 0.)*
y3=y(0.3)=1+0.3(1)+( 2) (3)+( 6) (10)+(22

y(0.1) = 1.48384

(41)

0.1 0.2 0.3

1.11684 1.27607 1.49384




4h , , ,
Y1, p = Yo +?[2)’1 —Yy2+ 2)’3]

4001
Va, p =1+ (3 ) [2(1.35902) — 1.88357 + 2(2.67974)]

Vs, p = 1.82586
y, = (0.4)1.82586 + 1.82586%> = 4.06411

By Mile’s corrector formula is

h r r r
¥a, cZYZ+§[}’2+4Y3+Y4]

0.1
= 127607 + 3 [1.88357 + (2.67974) + 4.06411]

ys ¢ =1.83096

y, = 1.83096

3. Using Taylor series method fin y at x=1.1 by solving the equation if % =x*+y%4y(1) =2.
Carryout the computations upto fourth order derivative.

Solution:

Given initial condition xy = 1,y = 2,h = 0.1
We know that Taylor series formula is
(x=xg) (x=x0)* (x=x0)%

Yy =yo+ Vot Yoty +
y =x%+y? yo=1+2=3

y" = 2x+2yy’ yo = 2(1) +2(2)(3) = 14

y =2+2yy" +2y'? Yo =2+2(2)(14) +2(3)* =76

Substituting in equation (1) we get

— _ 2 _ 3 _ 4
yp =24 ETX) 1|x°) @+ ;0) @+ ;0) &+ 4?60) (28) + -

(11-1) (11— 1)? (11— 1) (11— 1)*
+ 1! )+ 2! @)+ 3! (8) + 4!

(0.1)2 (0.1)3 (0.1)*
y(11) =2+ 01(3) + == (14) + == (76) + = —(556) + -

vy, =2+0.3+0.07+0.0127 + 0.00232 = 2.3850

y1 =2 (28) + -

EULER AND MODIFIED EULER METHOD




. Apply Modified Euler’s method to find y(0.2) and y(0.4) given that % =x*+y%y(0)=1

by taking h=0.2
Solution:

Initial conditions are
Xg = O,yo == 1,h =0.2

By Euler algorithm

h h
Yns1 = Yn + hf (xp + E'yn + E(xn'yn,)

h 1
Y1 =Yo +hf(xo +§'}’o +§(xo'}’o')

0.2 0.2
=1+ (0.2)f(0 = 1+ 7(02 +12))

=1+ (0.2)f(0.1,1.1)
=1+ (0.2)[(0.1)? + (1.1)?]
=1+ (0.2)(1.22)
= 1.244
v = 1.244

y1 =y(0.2) =1.244

x; =02y, =1.244,h = 0.2

h h ,
Y2 =y1 +hf(x ton +§(x1,y1)

0.2 0.2
= 1.244 + (0.2)f(0.2 + - 1244+ — ((0.2)? + (1.244)%))
= 1.005 + (0.2)£(0.3,1.4028)
= 1.005 + (0.2)[(0.3)% + (1.3684)?]

y, = 1.6365




y, = y(0.4) = 1.6365

5. Evaluatey at x=0.2 given % =y-x" +1, y(0) = 0.5 using modified Euler’s method.
X

Solution:

By Euler algorithm
h 1 ,
Yn+1 = Yn + hf (xp +§'yn +Eh(xn'yn )

hooo1 ,
Y1 =Yo+ hf(xo +§:YO +§h(xo:3’o )

0.2 0.2
=05+ (0.2)f <0 + 5,05+~ (0,0.5)>

f(x0,¥0) = Yo — x5 +1,f(0,05)=05+0+1=15
= 0.5+ (0.2)[(0.1,0.5 + 0.1(1.5)]
= 0.5+ (0.2)(0.1,0.65)
£(0.1,0.65) = 0.65 + (0.1)> + 1 = 0.65—0.01 + 1
=1.65—0.01 = 1.64

y1 = 0.5+ (0.2)(1.64)
0.5+ 0.328 = 0.828

y(0.2) = 0.828
6. Apply Modified Euler’s method to find y(0.1) and y(0.2) given that % =x?+y%4y(0) =1

Solution:

Initial conditions are
xo = O,yo = 1,h =0.1

By Euler algorithm

h 1 ,
Yn+1 =Yn t+ hf(xn +E:yn +§h(xn:yn )




R ,
Y1 =Yo + hf(xo +§')’0 +§h(xo'}’o )

0.1 0.1
= 1+(01)f(0 +7,1+7(1+0))

=1+ (0.1)£(0.05,1.05)
=1+ (0.1)[(0.05)% + (1.05)?]
=1+ (0.1)(1.105)
=1.1105
y; = 1.1105

y; = y(0.1) = 1.1105

x; =0.1,y, = 1.1105,h = 0.1

hooo1 ,
Y2 =y1 +hf(x; +§:Y1 +§h(x1,y1 )

0.1 0.1
= 1.1105 + (0.1)£(0.1 + - 1.1105 + 7((0.2)2 + (1.1105)?))

=1.1105 + (0.1)£(0.15,1.27321)
= 1.1105 + 0.1((0.15)? + (1.27321)?))
y, = 1.2749

y, = y(0.2) = 1.2749

RUNGE-KUTTA METHOD FOR SOLVING FIRST AND SECOND ORDER
EQUATIONS

7. Use Runge-Kutta method of order 4 to find y(1.1) given ? =y?+xy, y(1) =1,
Solution:
Given% =y>+xy,xo=1,y,=1and h=0.1
By Runge-kutta method
k1 = hf(x0,¥0)
= (0.1)f(1,1)

=(0.1)(11+ 1)
10




k1=0.2
h ky
kz = hf(xO +E,y0 +7>

0.1 0.2
= OUf 1+, 1+—)
= (0.1)£(1.05,1.1)

k, = 0.2365

k —h( oh +k2>
3 = hf|xo 2»}’0 2

0.1 0.2365
=(o.1)f(1+7,1+ ; )

= (0.1)£(1.05,1.118)
ks = 0.2423

ks = hf(xo+ h,yo + k3)
= (0.Df(1 + 0.1,1 + 0.2423)
= (0.1)f(1.1,1.12423)
ks, = 0.2909

1

1
= (0.2 +2(0.0.2365) + 2(0.2423) + 0.2909)

Ay = 0.2414
Y1 =Yo + A4y
=1+ 0.2414
y(1.05) = 1.2414
To find y(1.1):
Here x; = 1.05,y; = 1.2414and h = 0.1
ki =hf(x1,y1)
= (0.1)£(1.05,1.2414)
= (0.1)(2.84454)
ky, = 0.28445

k —h( B +k1>
2 = hf|x; 2,}’1 2

0.1 0.28445
= (0.1)f (1.05 +— 12414+ )

= (0.1)f(1.1,1.3836)
k, = 0.27133

11




k —h( L +kz>
3 = hf|xq 2,}’1 2

0.27133)

0.1
= (0.1)f (1.05 + - 1.2414 +

= (0.1)f(1.1,1.37706)
k; = 0.34110
ky = hf(x; + h,y; + k3)
= (0.1)f(1.05 + 0.1,1.2421 + 0.34110)
= (0.1)f(1.15,1.5825)
k, = 0.43241

1

1
= 2 (0.2844 +2(0.27133) +2(0.34110) + 0.43241)

Ay = 0.3236016

Y, =y1 + A4y
= 1.2414 + 0.3236016
y(1.1) = 1.565001

MILNE’S PREDICTOR AND CORRECTOR METHODS

8. Use Milne’s predictor — corrector formula to find y(0.4)

2\,2
Given & = W (0) = 1,y(0.1) = 1.06,5(0.2) = 1.12 and y(0.3) = 1.21

Solution:

Given Z—z =y = %(1 + x%)y? and h = 0.1
Xg = O, X1 = 0.1,x2 = O.Z,X3 = 0.3,X4 = 0.4—,x5 = 0.5
vo=1,y, =1.06,y, =1.12,y; = 1.21,y, =?

Milene’s Predictor formula we have,
4-h 12 ! !
Vai1P = Yn-3 +?[2y B A
To get y,, put n = 31in (1) we get

4h ! ! !
y4,p=y0+?[2y1 =Y 2y ]

12




1
v, = [5(1 + xz)yz]
1 2y, 2
=§(1 +x1°)01

=—=[1+ (0.1)?](1.06)?

Y, = 0567420 oo
! 1 2 2
y2=§(1+xz )Y2

= % [1+ (0.2)%](1.12)?
1
=2 (1 + 0.04)(1.2544)

Y, = 06529 o
/; 1 2 2
y's =§(1+x3 )Ys
=—[1+ (0.3)?](1.21)?

= Z[1 + 0.09](1.464)

Y3 = 079793 ot et et e e et e e e e e,
Substituting (3),(4) and (5) in (2) we get,

4001
Yap =1+ (2 ) [2(0.56742) — 0.65229 + 2(0.79793)]

0.4
=1+ 3 [1.13484 — 0.65229 + 1.56586]

=1+0.27712
y(0.4) = 1.27712

Milne’s corrector formula we have

h ! !
Ynite = Yn-1+3(V oy + 4V 0+ Yas1)
13




To get y,, put n = 3 we get

h ! !
Yac =2 +§(y o FAY3 Y )

Y, =2 (L4 2,2y,
4 2 4 4

=21+ (0.4)2](1.27712)2

1
==(1+0.16)(1.63104)

"2
1
=5 (1.16)(1.63104)

=0.94600... .o vev ier i e e e e e

Substituting (4), (5), (7) in (6) we get,

0.1
Vac = 112 +—-[0.65229 + 4(0.79793) + 0.94600]

0.1
= 1.12 + —[4.79001]

1.12 + 0.159667
y(0.4) = 1.27966

9. Using Milne’s predictor and corrector formulae , find y(4.4) given

5xy' +y*2—2=0,y(4) =1,y(4.1) = 1.0049,y(4.2) = 1.0097,y(4.3) = 1.0143

Solution:

2
Giveny' =22",x = 4,x; = 41,0, = 42,x3 = 4.3,x, = 44

yo = 1,5, = 1.0049,y, = 1.0097,y; = 1.0143
2—y% 2-(1.0049)2
yi = 5;:1 = 2(411) ) 00493
_2—yj 2-(1.0097)°
5x, 5(4.2)
2—y5 2—(1.0143)?
5x5 5(4.3)

By Mile’s predictor formula is

) = 0.0467

V3 = = 0.0452




4h ! ! !
Y4, p=Yo+ ?[2)’1 — ¥z +2y3]
4(0.1)
3

[2(0.0493 — 0.0467 + 2(0.0452)]

Ys, p = 1.01897

, 22—y 2-(1.1897)?
Y= ey, T 5(44)

= 0.0437

By Mile’s corrector formula is
h ! ! !
Yy, c =Yzt 3[y2 + 4y3 + 4l

0.1
Ya, ¢ = 1.0097 + —=[0.0467 + 4(0.0452 + 0.0437]

Vs ¢ =1.01874

4(0.1)
= 1+—>—[2(1.3552) ~ 1.8535 + 2(2.6589)]

Vs, p = 1.8233
Vi = x4s + 7,2 = (0.4)(1.8233) + (1.8233)2 = 4.0537

By Mile’s corrector formula is
h ! ! !
s, ¢ =Yz +3ly2 +4ys + yil

0.1
Ya, ¢ = L2774+ 3 [1.8535 + 4(2.6589) + 4.0537]
y4_’ c = 1.8165
10. Using Runge-kutta method of fourth order, find y for x = 0.1,0.2,0.3 given that % =

xy + y%,y(0) = 1 Continue the solution at x=0.4 using Milne’s method .

Solution:

Givenj—i =xy+y%,x =0, =1h=0.1
By Runge —kutta method
ki = hf(x0,¥0)
= (0.1)f(0,1)
=(01)(0+1)
ky = 0.1

k —h( LR +k1>
2 =hf{xo 2;370 )

—(01)f(o+E 1+E)
o 2’ 2
= (0.1)£(0.05,1.05)

= (0.1)((0.05)(1.05) + (1.05)?)

15




k, = 0.1155

k —h( Wl +k2)
3 = hf|xo 2:)’0 )

= (0.1)f (0 + E, 1+ 0'1155)

2 2
= (0.1)£(0.05,1.50775)
= (0.1)((0.05)(1.50775) + (1.50775)?)
ks =0.1172
ky =hf(xo+hyo + k3)
= (0.1)f(0+0.1,1 + 0.1172)
= (0.1)£(0.1,1.4424)
= (0.1)((0.1)(1.4424) + (1.4424)?)
k, = 0.1260

1

1
= 2 (0.1 +2(0.1155) +2(0.1172) + 0.1260)

Ay = 0.1152
Y1 =Yo +Ay
=1+4+0.1152
y(0.1) =1.1152
To find y(0.2):
Here x; =0.1,y; =1.1152

ky =hf(x1,y1)
= (0.1)£(0.1,1.1152)
= (0.1)((0.1)(1.1152) + (1.1152)?)
k, = 0.1255

k —h( 2 +k1>
2 =hf|x; 2;3’1 )

0.1255)

0.1
= (0.1)f (0.1 + - 1.1152 +

= (0.1)£(0.05,1.1780)
= (0.1)((0.05)(1.1780) + (1.1780)?)
k, = 0.1355

ks

h
ky = hf(x1+§,y1 +7)

0.1 0.1355
= (0.1)f (0.1 b1+ )

2 2
= (0.2)£(0.05,1.1355)
= (0.1)((0.05)(1.1355) + (1.1355)?)
ks = 0.1577
ky =hf(xy+hy +k3)
= (0.1)f(0.1 + 0.1,1.1152 + 0.1577)
= (0.1)£(0.2,1.2729)
= (0.1)((0.2)(1.2729) + (1.2729)?)
k, = 0.1875
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1

1
= 2 (0.1255 + 2(0.1355) + 2(0.1577) + 0.1875)

Ay = 0.1499

Y. =y1 + A4y
= 11152 + 0.1499
y(0.2) = 1.2651

To find y(0.3):
Here x, =0.2,y, =1.2651
ki = hf(x2,¥2)
= (0.1)f(0.2,1.2651)
= (0.1)((0.2)(1.2651) + (1.2651)?)
k, = 0.1853

k —h( 2 +k1>
2 = hf | x; 2;3’2 )

0.1 0.1
= (0.1)f (0.2 +—, 12651 + 7)

= (0.1)£(0.25,1.3578)
= (0.1)((0.25)(1.3578) + (1.3578)?)
k, = 0.2183

k —h( LR +k2)
3 = hf{x; 2:)’2 )

0.2183)

0.1
= (0.1)f (0.2 +—, 12651 +

= (0.1)£(0.25,1.3742)
= (0.1)((0.25)(1.3742) + (1.3742)?)
ks = 0.2232
ky =hf(x;+hy; +k3)
= (0.1)f(0.2 + 0.1,1.2651 + 0.2232)
= (0.1)£(0.3,1.4883)
= (0.1)((0.1)(1.4883) + (1.4883)?)
k, = 0.2662

1

1
= 2 (0.1853 +2(0.2183) + 2(0.2232) + 0.2662)

Ay = 0.2224
Y3 =Y, + Ay
=1.2651 + 0.2224
y(0.3) = 1.4875
xo=0,x=01,x, =02,x3=03,x, =04
yo = 1,y; = 1.1152,y, = 1.2651,y; = 1.4875,y, =?
y =xy+y?
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Yo = XoYo + Yo% = (0)(1) + (1)? =1
yi = x1y; +y12 = (0.1)(1.1152) + (1.1152)? = 1.3552
V3 = X3V, + 5,2 = (0.2)(1.2651) + (1.2651)% = 1.8535
ys = x3y3 + y32 = (0.3)(1.4875) + (1.4875)% = 2.6589
By Mile’s predictor formula is

4h ! ! !
Ya, p=Yo+ ?[Zyl -y +2y3]

4(0.1
Vi p=1+ %[2(1.3552) — 1.8535 + 2(2.6589)]

ya, p = 1.8233
Va = X4Va + ya2 = (0.4)(1.8233) + (1.8233)% = 4.0537
By Mile’s corrector formula is

h ! ! !
Y4, c = Y2 +§[}’2+4)’3+}’4]

0.1
Y, ¢ = 12651 + —[1.8535 + 4(2.6589) + 4.0537]
Vs ¢ = 18165




UNIT-V

BOUNDARY VALUE PROBLEMS IN ORDINARY AND PARTIAL DIFFERENTIAL

EQUATIONS

PART - A

CLASSIFICATION OF PDE OF SECOND ORDER

2 2 2
O 4l 4%

1. Classify the following equation : Py axdy ay?

Solution:

Given uyy + 4uyy + 4uyy, —u, + 2u, =0
Here A=1,B=4,C=4
Condition is B> — 4AC =16 — 4(1)(4) = 0

The given equation is parabolic.

2. Classify the partial differential equation u,, + 2u,, +4u,, = 0,x,y > 0

Solution:

Given Uy, + 2Uyy + Uy, =0

Here A=1,B=2,C=4

Condition is B2 — 4AC = 4 — 4(1)(4) = —12 < 0
The given equation is elliptic

3. Classify the pde u,, —xu,, = 0.

Solution:

Given uy, — xu,, =0

Here A=1, B=0, C=—x




Condition is B2 — 4AC = 0 — 4(1)(—x) = 4x = +ve
The given equation is Hyperbolic if x>0,

Elliptic if x<0,

Parabolic if x=0.

NUMERICAL SOLUTION OF ODE BY FINITE DIFFERENCE METHOD

4. What is the central difference approximation for y” and y’

Solution:
f_ Yi+1 — Vi-1
yl Zh

W YVici—2yi+yi+1

where1=1, 2, 3....n

and nh = b — a(ie., upper limit — lower limit)

5. Obtain the finite difference scheme for the differential equation 2y"+y =75
Solution:
.\ 1 _ 5
') -5y =3

W YVicr—2yi+yi+1
y - h2

Yi-1—2yi+yi+1 1
h2 oY

Nl N|UT N o
>
N

1
Yiei—2yi+tyi+1 —EhZJ’i =

h2

1
J’i—1—[2 +Eh2]yi+yi+1 =

23’i—1 - [4 + hz]yi + 23’1 +1= 5h2

ONE DIMENSIONAL HEAT EQUATION BY EXPLICIT AND IMPLICIT METHODS

6. Write down the Crank — Nicholson formula to solve parabolic equation (OR)
2




State Crank-Nicholson’s difference scheme.

Solution:

1 1 1 1
Elui+1,j+1 + Elui—1,j+1 —(A+Duyjyq = —Eluiu,j - E’lui—l,j + (A= Dy

Aigrjor + o jer) = 200+ Dy jpq = 20— Dty j — Aujpq,j + imy,j)

7. Write down Bender-Schmidt’s difference scheme in general form and using suitable value
of 4, (or) Give the Bender-Schmidt recurrence equation (or) Give the explicit finite
o _ o

a

difference scheme for — = a—.
ax at

Solution:

ui‘j+1 = Aui+1_]‘ + (1 - Zl)ui_]‘ + Aui_l_]‘

. 1
1f=5,

TWO DIMENSIONAL LAPLACE EQUATIONS

8. Write down the standard five point formula to find the numerical solution of Laplace
equation.

Solution:

The Standard five point formula: [SFPF]




1
Uij =7 [timv + Uirnj + o1+ U

9. Write down the diagonal five point formula to solve the Laplace’s equation V? u(x,y) = 0.
Solution :

The diagonal five-point formula is,

1
Wij =7 [ic1jo1 + tirrjon + Uipjer +Wig jia]

10. What is the error for solving Laplace’s and Poisson’s equations by finite difference method?

Solution:

2
The error in replacing ZTZ by the difference expression is of the order o(h?). Since h = k,

2
0 ~ by the difference expression is of the order (k%)

the error in replacing 3y

TWO DIMENSIONAL POISSON EQUATIONS

11. Write the difference “scheme for solving the Poisson equation V?u = f(x,y)

Solution:

Ui_qj + Uiprj + Uijer + U5 — 4wy ; = h*f(ih, jh)




PART -B

FINITE DIFFERENCE SOLUTION OF SECOND ORDER ORDINARY EQUATION

. Solve y" —y = 0 with boundary conditions y(0)=0 and y(1)=1 taking h = 0.25

Solution:

Divide the interval [0,1] into four equal sub intervals
xO = 0,

X1 = 0.25,

The finite-difference approximation of the given equation is

Yie1 — 2Yi + Yis1 = h2y;

16Y;_1 — 33Y; + 16Yi31 = 0 cce e eee e e (1)

Fori=10 (1) =>16y_1 —33y,+16y; =0 = —33y,+32y; =0 .. cc. e .. ... (2)

For i=1 (1) =16y, —33y; + 16y, =0...... ... ... ... (3)

For i=2 (1)=>16y; =33y, +16y3 =0 ... e ce oo ... (4)

For 1=3 (1) =16y, —33y; = —16... ... e c.. ... (5)

From (2), (3), (4) and (5) we get =y, + 0.97y; =0... .. ... ... ... (6)
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Vi1 — 2.062y2 + V3 = 0. i e (8)

YV, — 2.062y3 =—1 . (9)

6)+(7) =  —1.092y; +y5 =0 .o eeo .. (10)

8+1.092 = 1.092y, — 2.252y, 4+ 1.092y5 = 0 ... oo (11)

(100+ (A1) = —1.252y, +1.092y; = 0 ... ce . ... (12)

(12) + (9) 1252 >  —1.49y; = —1.252

ys = 0.84

(9) =y, =0732

(8) =7y, =067

(6) =7y, =0.65

y(0) = 0.65,

y(0.25) = 0.67,

y(0.5) = 0.732,

y(0.75) = 0.84,

y(1) =1

FINITE DIFFERENCE SOLUTION OF ONE DIMENSIONAL HEAT EQUATION BY

EXPLICIT AND IMPLICIT METHODS

2
1. Solve 3712‘ = 3—1: , subject to u(0,t) = u(1,t) = 0 and u(x,0) =sinnmx,0<x <1 and h=0.2

using Bender-schmidt method. Find the value of uuptot=0.1.
6




Solution:
Since h and k are not given Bender — Schmidt method.

k—ahz—hz
V)

Since range of xis (0, 1), take h = 0.2

2
Hence k = % = 0.02

. 1
The formula is u; j44 = > (ui_l_j + ui+1_j)

We form the table

N

0

Solve by Crank

Nicolson’s method

Oou
at

2
= 27'2‘ for 0<x<1, t>0

given that u(0,t) =




0,u(1,t) = 0,u(x,0) = 100x (1 — x).Compute u for one time step with h=1/4 and k=1/64 .

Solution:

From the given equation

h=1/4=025

k =1/64

0.5 0.75

25 18.75

u, = [0+25+0+u2]=>4u1—u2=25........(1)

U, = [18.75 + 18.75 + uq + u3] = —Uq + 4—u2 — Uz = 37.5 e

By solving (1), (2) & (3)
u, =9.8214
u, = 14.2857

u; = 9.8214

3. Solve u; = u,, in 0 < x < 5,t > 0 given that u(0,t) = 0,u(5,t) = 0,u(x,0) = x*(25 — x?). Compute u

upto t=2 with Ax = 1 by using Bender-Schemidth formula.

Solution:




Form (1)and (2)

Givena = 1,h =1

k—luy—l—os
) T2

) 1
The formula is u; j.q = > (ui—l,j + ui+1,j)

We form the table

it 0

35.0625




4. Obtain the Crank-Nicholson finite difference method by taking 1 = kh—czz =1.

2
Hence, find u(x,t) in the rod for two times steps for the heat equation 37121 = ‘;—1:, given

u(x,0) = sin(mwx),u(0,t) = 0,u(1,t) = 0.Take h = 0.2.
Solution:

From the given equation a=1

k = ah? = (1)(0.2)?> = 0.04

1
7 [ui+1,j+1 t U1 j+1 T Ui+y,j T ui—l,j]

Uy ==[04+0+095+u,] = 4u; =095+ u, ........(1)

U, = [0.59 + 0.95 + uq + u3] = 4'u2 = 1.54 + Uuq + Uz ... (2)

Uz = [0.95 + 0.59 + U, + u4] = 4'u3 = 1.54 + U, + Ug eer vnns (3)

1

Solving (1), (2), (3) & (4)




u, = 0.3228,u, = 0.3411

u; = —0.4984,u, = 0.1129

us =—=[04+ 0+ ug + uy| = 4us = 0.3411 + ug

1
4
Aug —ug = 0.3411 ....... ... ... (5)

1
u6 =Z[u5+u7+u1+u3] :>4'u6 = _01756+uS+U,7

4ug + us + u; = —0.1756 ....(6)
1
u; =Z[u6+u8+u2 +u,] = 4u; = 0.454 — ug — ug
4u; —ug —ug = 0454 ... ....(7)
1
Ug =Z[u7+0+0+u3] = 4ug = —0.4984 + u,
Aug + Uy = —0.4984 ... ...... ... ... (8)

Solving (5), (6), (7) & (8)

us = 0.0854 ,ug = 0.00062, u, = 0.0927, ug = —0.1014

ONE DIMENSIONAL WAVE EQUATION

2 2
5. Solve the equation 37121 = ZTI;’ 0x < 1,t > 0 satisfying the conditions u(x,0) = O,%(x, 0)=0,

u(0,t) = 0 and u(1,¢t) = %sin nt. Compute u(x, t) for 4 time-steps by taking h = i.

Solution:

Given u(x,0) =0,

c')u( 0) =0
at x; - )

11




and u(1,t) = %sin t

TWO DIMENSIONAL POISSON EQUATIONS

6. Solve VZu = 8x?y? in the square region —2 < x,y < 2 with u=0 on the boundaries after dividing

the region into 16 sub-intervals of length 1 unit.

Solution:




Here h = 1. The region of solution of the given Laplace’s equation with the boundary values are give
the table

0

Let uy,uy u3 ... .... ug be the values of u at the interior grid points.

The Poisson P.D.E V?u = 8x2y? is symmetrical about x and y axes and also about the line y = x.

Hence we have u; = uz = u; = ug and u, = u, = ug = ug.

Hence we have to find u,, u,, ug only.

The standard five point formula is

— Qi2;2
ui_l’j +ui+1,j +ui_j+1 —4ui,j = 8i IR R R

Using (1) at u;(i = —1,j = —1) we have
U_p_1+Ug—1 +U_g9—4u_g —1=8(-1)*(-1)?
0+ug+0+u,—4u, =8
Uy +u, —4u; =8
U, —2uy =4 ... ... ...
Using (1) at u, (i = 0,j = 1 we have

U_1q +Upq +Ugp + U — dup, = 8(0)(1)
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u;+uz+us+0—4u, =0

2u; —4uy; +ug = 0.ee een e Ll

Using (1) at us(i = 0,j = 0) we have

u—l,O + ul'o + uo'_l + u,o’l - 4u0'0 = 0

Uy +Ug+Uug+u; —4us =0

4u2 - 4u5 = 0

Uy = Ugeer coe ons

Solving these equations (2),(3),(4) we get

ul = —3,u2 = —2,u5 =-2

v+ the solution to the given Poisson equation at the 9 interior mesh points are

Uy = U3 =U; =Ug = —3

7. Solve the Poisson equation VZu = —10(x% + y? + 10) over the square mesh with sides x =0,y =

0,x =3 andy = 3withu = 0 on the boundary and mesh length 1 unit.
(OR)
Solve V?u = —10(x? + y? + 10) in the square region 0 < x,y < 3 withu = 0 on the boundary and

mesh length 1 unit.

Solution:




u=0

Y=0
Let the value of u at the four mesh points A, B, C and D be uy,u,, us, u, respectively. The differential
equation is

VZu = —10(x% + y% + 10) ..(D

Replacing V?u by the finite difference expressions and putting x = ih, y =ih (h=1)1in (1), we get

ui_l_'j — Zui'j + ui+1,j_1 — ui‘j_l — Zui,]- + ui_j+1 = —10(l2 +]2 + 10)

Applying the formula (1) at A [where I =1, j =2]

0+0+uy +us —4uy = —10(1 + 4 + 10)

U, + Uz — 4—u1 = _150

Applying the formula (1) at B wherei=2,j=2

Uuq + Uy — 4u2 = _180

Applying the formula (1) at C wherei=1,j=1
15




0+uy +uy+0—4us = —10(1 + 1 + 10)

U +uy —4uz = —120

Applying the formula (1) at C wherei=1,j=1

Us+ Uy + 040 —4u, = —10(4 + 1 + 10)

u, = [uz + Usz + 150]

From (7) and (10)

By using Gauss Seidel method, we can solve the above equation.




